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ABSTRACT

Well calibrated data products are important to support advanced SAR applications. In the past, robust methods have been developed to perform radiometric calibration of SAR intensity images. A problem over land is that the SAR radiometry is affected by topography and information about the local surface slope is required for retrieving the backscattering coefficient. Repeat-pass SAR interferometry has the potential of providing the necessary information. Local surface slope maps may be directly generated from the instantaneous frequency in the complex interferogram, and no phase unwrapping is required. The slope maps may also be used as input to backscattering models for additional normalisation of the image power. We show results from applying the algorithms to an ERS-1 SAR interferogram over Sardinia. The degree of coherence is another data product which may be derived from the SAR interferogram and has a potential for classification of surface type. We discuss coherence estimation and various effects which will bias the estimate. It is shown that image registration, resampling effects and uncompensated topography decrease the estimate whereas the limited estimation window size increases the estimate. Accurate coherence calibration thus requires corrections for these effects.

1. INTRODUCTION

Across-track SAR interferometry is a technique which provides measurements of topography [1]. The technique combines two complex SAR images, an interferometric pair, taken over the same area but from two slightly separated across track positions. It requires that the degree of coherence between the two images is sufficiently high to allow two-dimensional unwrapping of the interferogram phase to generate a digital elevation model (DEM) over the area. Once the DEM is available, it is straight forward to produce slope maps. However, temporal decorrelation affects a repeat-pass system like ERS-1 and the degree of coherence is therefore often too low for conventional phase unwrapping.

In this paper, we retrieve surface slope and radiometric calibration corrections directly from the interferogram phase, without phase unwrapping. We use an approach where the surface normal is parameterised in two spherical angles. The method operates in the slant range geometry and it is based on instantaneous frequency estimation using a short-time FFT in the interferogram. Explicit and simple equations relate the instantaneous frequency with the slope parameters. Slope estimation based on estimation of the interferogram phase differences has been discussed in [2], but this method is not useful when the signal-to-noise ratio is low. A method based on the difference in unwrapped interferometric height has also been used in [3]. These methods are applied in ground range geometry and thus requires an additional coordinate transformation.

Surface slope maps have many other applications such as estimation of drainage basins in hydrology or hydrochemistry as well as for soil erosion modelling. Accurate slope information is also useful as input to backscattering models, for coherence estimation and as additional information to improve the phase unwrapping.

2. TERRAIN SLOPE

A complex interferogram is formed by multiplication of one image with the complex conjugate of the other image, followed by procedures to optimise the fringe visibility. The differential of the interferogram phase, $d\Phi$, is related
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to the differential of the terrain altitude \(dz\) according to (see figure 1)

\[
d\Phi = \frac{4\pi B_n}{\lambda R} \cdot \left( \frac{dR}{\tan \theta} + \frac{dz}{\sin \theta} \right) = C \cdot \left( \frac{dR}{\tan \theta} + \frac{dz}{\sin \theta} \right)
\]

(1)

\[
\tan v = \sin \theta \left( \frac{\Phi'_R - C}{\tan \theta} \right)
\]

\[
\tan u = \sqrt{\left(\frac{\Phi'_x}{\sin \theta} + \frac{\Phi'_R - C}{\tan \theta}\right)^2 + \left[\sin \theta \left(\frac{\Phi'_R - C}{\tan \theta}\right)\right]^2}
\]

(2)

The interferogram phase derivatives \(\Phi'_x\) and \(\Phi'_R\) are directly related to the instantaneous frequency in azimuth \((f_x)\) and in slant range \((f_R)\) as

\[
d\Phi = \Phi'_x dx + \Phi'_R dR = 2\pi \cdot (f_x dx + f_R dR)
\]

(3)

Similar expressions have also been derived for the modified interferogram phase, that is when the phase is compensated for the expected phase variation for a horizontal plane [4].

3. RADIOMETRIC CALIBRATION

Radiometric calibration establishes the relation between the image intensity and the backscattering coefficient for an area of interest. In recent years, calibration techniques have been developed where the calibration accuracy is better than \(\pm 1\) dB over flat areas. However, problem still remains over sloping terrain since a correction for surface orientation requires surface slope information.

If the calibration constant \((\sigma/E)\) is known, the backscattering coefficient \(\sigma^o\) may be determined from the SAR calibration equation

\[
\sigma^o = \left(\frac{\sigma}{E}\right) \cdot \rho \cdot \frac{dA_R}{dA_g}
\]

(4)

where \(\rho\) is the mean image power (noise subtracted) and \(dA_R\) and \(dA_g\) are corresponding area elements in the SAR image and on the ground, respectively. The calibration constant can be determined from a reference point target [5, 6]. The area projection factor is usually known and constant over flat terrain, but varies with terrain slope over mountainous areas and a slope map is therefore required to perform the radiometric calibration. The geometrical projection factor may also directly be estimated from the interferogram phase derivatives in the original slant range representation according to [4].
\[
\frac{dA_y}{dA_x} = \sqrt{1 + \frac{\Phi_y^2 + \Phi_x^2}{C^2}}
\]  

(5)

Once the local incidence angle is known, appropriate models for the backscattering coefficient as a function of the polarisation state, incidence angle and aspect angle may be used to perform additional corrections.

4. ESTIMATION OF INSTANTANEOUS FREQUENCY

Several signal processing techniques have been suggested for estimation of the instantaneous frequency of an analytical signal (see [7] for a recent review). We have used an algorithm based on interpolation of the peak of the two-dimensional short-time FFT to estimate the instantaneous frequencies. This estimate is equivalent to the ML estimate of the frequency of a complex sinusoid imbedded in stationary complex Gaussian white noise. The typical size of the estimation window that we used in an ERS-1 interferogram is 4 x 20 pixels. The interpolation is performed by an initial zero-padding to 64 x 64 or 128 x 128 pixels followed by a second order polynomial interpolation of the peak in the Fourier domain. The RMS error for the estimate is close to the Cramer-Rao bound above a SNR threshold [8]

\[
RMS \left( \hat{f} \right) = \frac{\sqrt{6}}{2\pi} \cdot \frac{1}{\sqrt{SNR \cdot N_L}}
\]  

(6)

where \(N_L\) is the number of independent samples and SNR is related to the degree of coherence, \(|\gamma|\), according to

\[
SNR = \frac{|\gamma|}{1 - |\gamma|}
\]  

(7)

The method performs satisfactory over moderate slopes but is limited by ambiguities for large slopes, especially for areas sloping towards the radar. The maximum unambiguous surface slope angle, \(u_{max}\), in the slant range direction depends on the interferometric baseline and is set by the Nyquist limit

\[
\tan (\theta - u_{max}) = \frac{\rho R C}{2\pi}
\]  

(8)

where \(\rho R\) is the slant range resolution. Eq. (8) is illustrated in figure 3 for \(C = 0.036\) and \(\theta = 23^\circ\).

5. RESULTS FROM SARDINIA

The algorithms for slope estimation and radiometric calibration correction over topographic terrain has been tested on the ERS-1 SAR interferometric reference data set, with a baseline of 138 m. An area (16 x 3 km²) at the east coast of Sardinia was selected. A sliding window of 4 x 20 pixels, padded with zeros to 64 x 64 pixels, was used to calculate the short-time FFT, from which the slope was estimated.

The original intensity image, the corresponding geometrical projection factor and the calibrated \(\sigma^0\)-image are presented in figures 4a, b and c. Note that almost all intensity variations in this case are due to geometrical effects. The flat earth compensated interferogram phase and the slope angles \(u\) and \(v\) are presented in figures 5a, b and c. Flat areas (\(u = 0^\circ\)) are marked with blue colour and areas where we get ambiguous results are marked with red colour in figure 5b. Mountain valleys and ridges are very easy to identify by looking at the slope direction in figure 5c.

6. ESTIMATION OF COHERENCE

The coherence is defined as [9]

\[
\gamma = \frac{E[\hat{g}_1 \hat{g}_2^*]}{\sqrt{E[|\hat{g}_1|^2] E[|\hat{g}_2|^2]}}
\]  

(9)
where $g_1$ and $g_2$ are the complex pixel values, and $E \{ \cdot \}$ is the ensemble average operator. The degree of coherence between two images mainly depends on three factors: thermal noise, spatial decorrelation and temporal decorrelation [10]. Image registration and interpolation of one single look complex image must be performed carefully in order to preserve the degree of coherence between the images.

Assuming ergodicity, we may estimate the degree of coherence by spatial averaging according to [11]

$$|\gamma| = \frac{\sum_{i=1}^{N} g_1[i]g_2^*[e^{-j\varphi(x,R)}]}{\sqrt{\sum_{i=1}^{N} |g_1[i]|^2 \sum_{i=1}^{N} |g_2[i]|^2}}$$  \hspace{1cm} (10)

where the summation is over $N$ pixels and $\varphi(x,R)$ is used to compensate for the phase changes due to topography. The estimate is asymptotically unbiased for large $N$ if $\varphi(x,R)$ is correct. The most accurate way to perform the geometric compensation would be to use a DEM. However, often no such map exists, and a simpler procedure is then to assume the surface to be a tilted plane. The degree of coherence may then be estimated from the peak magnitude of the Fourier transform according to

$$|\gamma| = \frac{\sum_{i=1}^{N} g_1[i]g_2^*[e^{-j\varphi(x,R)}]}{\sqrt{\sum_{i=1}^{N} |g_1[i]|^2 \sum_{i=1}^{N} |g_2[i]|^2}}$$  \hspace{1cm} (11)
where the maximisation is performed over \( f_x \) and \( f_R \). The latter method works well if the area is smooth and if we use reasonably small areas in the FFT. However, any uncompensated topography will decrease the coherence. It is possible to estimate this effect by assuming the deviation from a tilted plane to be Gaussian distributed (variance \( \sigma_z^2 \)). We then get an extra decorrelation factor that is due to uncompensated topography according to [11]

\[
|\gamma'| = |\gamma| \cdot e^{-\frac{4\pi R^2}{(\lambda \sin(\theta))^2} \sigma_z^2}
\]  
(12)

In order to conserve the degree of coherence it is also important that the interpolation is carefully performed. The effect of the interpolator has been studied by generating several offsets for an ERS-1 SLC image by using a long sinc-interpolator and resample it back again by using different two-dimensional interpolators. The degree of coherence between the output image from the interpolators and the original image was measured according to Eq. (10) using a 4 x 16 window. The results are plotted for different starting offsets in figure 6. A cubic interpolator will decrease the degree of coherence about 2% which should be good enough for most applications. The more time consuming sinc-interpolators perform even better.

The effect of image registration accuracy and averaging window size, \( N \), has been studied by measuring the average degree of coherence as a function of image offset, normalised to the resolution, for one ERS-1 SLC image. The theoretical degree of coherence as a function of image offset for the ERS-1 SAR is slightly different than for a sinc-type impulse response due to spectral windowing. Figure 7 shows that the image registration must be better than 1/8 resolution cell in order to keep the loss of coherence below 3%. It also indicates that the estimated degree of coherence is biased for small averaging windows at low coherence. The bias effect is also illustrated in figure 8a where the average value for the estimated degree of coherence between two images is plotted for different number of independent samples, \( N_i \). The corresponding standard deviation of the degree of coherence estimate are plotted in figure 8b. The local imaging geometry was assumed to be known in both figure 7 and 8 (\( f_x = f_R = 0 \)), hence only the interferogram phase was estimated from the data. If the instantaneous frequencies must be estimated from the data as well, the bias effect will increase. Smaller window sizes are preferred for coherence estimation due to higher resolution and less deviation from a tilted plane. However, this implies that the bias as well as the standard deviation increase. Our results suggest that the bias may be corrected, at least when the slope is known.

7. CONCLUSIONS

In this paper, we have shown that SAR interferograms can be used for surface slope estimation and radiometric calibration correction over sloping terrain. The method was applied to an ERS-1 SAR interferogram over Sardinia. Our algorithm works in the slant range geometry and is based on instantaneous frequency estimation in the interferogram, therefore no initial phase unwrapping is required. The short-time FFT is used to estimate the frequency. It performs satisfactory, although ambiguities may distort the result for large surface slope angles. More sophisticated algorithms, for example the cross Wigner-Ville distribu-
small enough to avoid any extra decorrelation that is due to uncompensated topography. It is, in principle, possible to correct for the bias and arrive at a calibrated coherence value.
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